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The First JSPS-NWO Seminar “Research Network on Learning in Machines: New Perspectives for Future Nanoscale

Production” is sponsored by

Leontine Aarnoudse1, Max van Haren1, Masahiro Mae2, Wataru Ohnishi2, Tom Oomen1,3 and Kentaro

Tsuromoto2

1Leontine Aarnoudse, Max van Haren and Tom Oomen are with the Eindhoven University of Technology, The Nether-
lands.
2Masahiro Mae, Wataru Ohnishi and Kentaro Tsuromoto are with the University of Tokyo, Japan
3Tom Oomen is with the Delft Center for Systems and Control, Delft University of Technology, The Netherlands.
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Welcome message

The purpose of this seminar is to bring together researchers who have the ambition to push the boundaries of manu-
facturing machines and scientific instruments. The topic is centrally organised around a fundamentally new framework
for controlling manufacturing machines and scientific instruments by exploiting and learning from data. This will lead
to unparalleled performance for state-of-the-art high-tech systems that are presently still controlled by traditional con-
trol philosophies that do not exploit the major opportunities of the abundance of data.

Manufacturing machines and scientific instruments have a key role in our society. Wafer scanner technology is arguably
the most important example in this respect, since Integrated Circuits (ICs) have led to ubiquitous computing power,
leading to major developments in communication, medical equipment, transportation, etc. In fact, Moore’s law dic-
tates a doubling of IC complexity every two years, which is enabled by progress in wafer scanner technology. This
wafer scanner technology is developed primarily by industries in The Netherlands and Japan, and it is crucial that this
advantage is reinforced.

Positioning systems, or motion systems, are key in wafer scanner technology because they enable accurate position-
ing of the ICs within manufacturing machines. Future machines must achieve a high accuracy of 0.1 nm to allow for a
doubling of IC complexity through miniaturization. At the same time, extreme speeds and accelerations are required
to achieve high throughput and hence market viability of the machine and low cost of IC production for the end-user.

Although major achievements have been made to follow Moore’s law already for decades, a major breakthrough in the
control paradigm is foreseen to be essential to continue the exponential growth of Moore’s law. The aim of this semi-
nar is to exploit the huge amount of sensors, actuators, and data in controlling high-tech mechatronic systems, such as
wafer scanners, to the limits of performance. Indeed, the working hypothesis of this seminar is that everything in the
system’s behaviour that can be predicted can also be compensated for. However, this is by no means possible through
traditional design philosophies that are still common in the current state-of-the-art systems. The goal is to bring to-
gether researchers to develop a new fundamental design framework for learning from data in complex mechatronic sys-
tems in view of new generations of future data-intensive mechatronic systems with unparalleled performance.

On a longer horizon, the research will have a major impact on the development of radically new data-intensive mecha-
tronic systems, where the use of data and control will be used to design radically different and lightweight systems.
Indeed, a radically new view on mechatronic design, automatic control, and machine learning is foreseen, where new
system designs will be combined with spatially distributed actuators that control spatiotemporal deformations, lead-
ing to a huge potential in speed and accuracy. These systems will be continuously monitored in real time through data
and models, which constitute digital twins, to monitor their performance, identify faults, and use predictive mainte-
nance.

We welcome everyone to the seminar, and look forward to new collaborations.

Finally, we thank JSPS and NWO for the generous support through the Joint Seminars program, enabling the ex-
change of a large number of early career researchers.

Tom Oomen (NL) and Wataru Ohnishi (JP), General organisers
Leontine Aarnoudse (NL), Max van Haren (NL), Masahiro Mae (JP), Kentaro Tsurumoto (JP), Editors
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(Machine) learning for feedforward
in precision mechatronics

Leontine Aarnoudse1 and Tom Oomen1,2

I. RESEARCHOVERVIEW

High tracking performance for mechatronic systems re-
quires accurate feedforward control, which can be learned
from data through dedicated ef“cient algorithms. This research
is positioned at the intersection of machine learning (neural
nets, random learning), controls (feedforward), and precision
mechatronics. First, an overview of three different research
topics is given, and secondly the topic of nonlinear “lters in
iterative learning control (ILC) is elaborated upon.

Randomized experiments lead to efficient learning of MIMO

feedforward signals [1]

A trick using adjoints allows gradient-based ILC to be run
fully model-free, yet this does not extend well to multivariable
systems: generating gradients requiresn

i
× n

o
experiments

per iteration and is comparable to tuning by turning one
knob at a time. Instead, an unbiased gradient estimate can
be generated through one experiment for any MIMO system.
All experiments are run simultaneously (•turn all knobs•) in
randomized directions. These gradient estimates lead to fast
convergence of a stochastic gradient descent algorithm (),
which is much more ef“cient than deterministic approaches
( ) that may diverge when data is noisy ().
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Neural networks for flexible feedforward: cost functions, model

structures and training data [2]

Neural networks are promising for ”exible feedforward
control, but combining them in a harmonious way with state-
of-the-art feedback control is subtle and requires care:

*This work is part of the research programme VIDI with project number
15698, which is (partly) “nanced by the NWO.

1The authors are with the Dept. of Mechanical Engineering, Control
Systems Technology, Eindhoven University of Technology, Eindhoven, The
Netherlands.l.i.m.aarnoudse@tue.nl

2Tom Oomen is also with the Delft Center for Systems and Control, Delft
University of Technology, Delft, The Netherlands.

€ The cost function used for training should re”ect the aim
of minimizing the tracking error, as� f train Š f nn� , with
e(f train) = 0, being small does not necessarily mean that
e(f nn) will be small.

€ The model structure should allow for non-causal feedfor-
ward, as many systems contain delays.

€ Training data, consisting of references and feedforward
signals, should be generated in closed-loop, for example
using ILC, as nonlinearities manifest along trajectories.

The “gure compares the performance off train ( ), and non-
causal time-delay ( ) and recurrent neural networks ().
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Weighting the errors that matter: cross-coupled iterative learn-

ing control [3]

For contour tracking applications, the error in time domain
is less important than the deviation from the contour. Cross-
coupled ILC can be used to design feedforward signals for
these speci“c cases, by using a cost function that weights this
contour error explicitly. The cost function also weights the
error tangential to the contour error, to allow for specifying
different aims in different parts of the trajectory. For example,
one might want to slow down in sharp corners and make up
for lost time when moving straight. The “gure shows contour
tracking ( ) with ( ) and without ( ) cross-coupled ILC.
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